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[1] This paper documents the incorporation of an inventory of the AEDT (Aviation
Environmental Design Tool) global commercial aircraft emissions for the year of 2006
into the National Center for Atmospheric Research Community Earth System Model
(CESM) version 1. The original dataset reports aircraft emission mass of ten species
on an hourly basis which is converted to monthly emission mixing ratio tendencies as
the released version of the dataset. We also describe how the released aircraft emission
dataset is incorporated into CESM. A contrail parameterization is implemented in the
CESM in which it is assumed that persistent contrails initially form when aircraft
water vapor emissions experience a favorable atmospheric environment. Both aircraft
emissions and ambient humidity are attributed to the formation of contrails. The ice
water content of contrails is assumed to follow an empirical function of atmospheric
temperature which determines the cloud fraction associated with contrails. Our
modeling study indicates that the simulated global contrail coverage is sensitive to the
vertical resolution of the GCMs in the upper troposphere and lower stratosphere
because of model assumptions about the vertical overlap structure of clouds.
Furthermore, the extent of global contrail coverage simulated by CESM exhibits a
seasonal cycle which is in broad agreement with observations.
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1. Introduction

[2] Aircraft emissions may have significant impacts
on atmospheric chemistry and climate [Henderson et al.,
1999; Lee et al., 2010]. Aircraft emit carbon dioxide
(CO2), and contribute about 3% to total atmospheric
CO2 emissions [Penner et al., 1999]. Aircraft also emit
nitrogen oxides (NOX) that may increase ozone in the
upper troposphere and lower stratosphere as well as
increase the destruction of methane. It is now under-
stood that the climate impact of these effects offset each
other. Particulates (soot) and gas emissions (SO2) from
aircraft may also alter natural cirrus cloud properties by
acting as additional ice nuclei [Kärcher et al., 2007].
Aircraft emissions are continuing to and expected to
increase dramatically in the coming decades [Lee et al.,
2010], so the impacts on the atmosphere will increase.

[3] Aircraft also form contrails from their exhaust of
water vapor as it rapidly cools and mixes, forming liquid
drops that freeze. These ice clouds form when the atmo-
sphere is cold enough and the humidity is high enough
[Appleman, 1953]. If in addition the air is supersaturated,
these contrails may persist, and take up water vapor from
ambient air. These persistent contrails may last minutes up
to several hours [Minnis et al., 1998]. Like cirrus, contrails
have a radiative forcing effect on climate [Marquart and
Mayer, 2002], cooling in the shortwave by reflecting
radiation to space, but heating in the longwave, because
they have a low emission temperature. The longwave effect
is thought to dominate for these clouds, because of their
low temperatures [Stephens and Webster, 1981; Hartmann
et al., 1992; Meerkötter et al., 1999]. The effect of this
radiative forcing is highly local in time and space with the
distribution of aircraft traffic in the upper troposphere.
The local and global effects are highly uncertain
[Henderson et al., 1999; Lee et al., 2010]. Globally they
are on the order of 0.01 to 0.5 Wm22, as large as the
contribution to anthropogenic radiative forcing from CO2

emitted by aircraft.
[4] Several recent studies have addressed anthro-

pogenic climate change induced by aircraft emission
[Penner et al., 1999; Minnis et al., 1999; Myhre and
Stordal, 2001; Marquart and Mayer, 2002; Meyer et al.,
2002; Rädel and Shine, 2008; Burkhardt et al., 2010].
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Simulating the potential climate and chemical impacts
of all these aviation emissions requires several important
pieces. In this study, we document the development of
new modules for an advanced General Circulation
Model (GCM) that incorporates aircraft emissions to
simulate these effects. The model is the National Center
for Atmospheric Research (NCAR) Community Earth
System Model (CESM) and its atmospheric component,
the Community Atmosphere Model (CAM).

[5] This paper briefly describes the base model and a
comprehensive emission inventory of commercial air-
craft emissions (Section 2). We then describe how the
emission inventory of gases and particles from aircraft is
converted to inputs for the GCM (section 3). Section 4
describes how these species interact with the model state,
focusing on integration with model cloud microphysics
and aerosols to generate contrails. Preliminary results
are presented with discussion in Section 5 and links to
the code in Appendix A.

2. Tools

2.1. Model Description

[6] This work uses CAM version 5. CAM5 is
described by [Gettelman et al., 2010; Neale et al., 2010]
(P. J. Rasch et al., Scientific description and perform-
ance of the Community Atmosphere Model version 5,
manuscript in preparation, 2012) and its salient features
are briefly described here. The model includes a detailed
treatment of cloud liquid and ice microphysics, includ-
ing a representation of particle size distributions, a
detailed mixed phase and ice supersaturation. This is
coupled to a consistent radiative treatment of ice clouds,
and an aerosol model that includes particle effects on
liquid and ice clouds. CAM5 uses a 4 class (liquid, ice,
rain and snow), 2-moment stratiform cloud microphy-
sics scheme described by Morrison and Gettelman [2008]
and implemented as described by Gettelman et al. [2008,
2010]. The model radiation code has been updated to the
Rapid Radiative Transfer Model for GCMs (RRTMG)
described by Iacono et al. [2008], and a new radiation
interface developed for the microphysics. The liquid
cloud macrophysical closure is described by S. Park
and C. S. Bretherton (Revised stratiform macrophysics
in the Community Atmosphere Model, manuscript in
preparation, 2012).

[7] The aerosol treatment in the model uses a modal
based scheme similar to that described by Easter et al.
[2004], but with only three modes (Aitken, accumula-
tion, and coarse). The predicted internally-mixed aero-
sol species include sulfate, sea salt, secondary organic
aerosols, soil dust, black carbon and primary organic
carbon. Ammonium is diagnosed from sulfate assuming
sulfate is partially neutralized by the form of
NH4H2SO4. Liu et al. [2011] shows that this scheme
yields results very similar to a more complete seven-
mode scheme that predicts ammonia and includes sep-
arate modes for primary carbonaceous aerosol and
coarse and fine sea salt and soil dust.

[8] CAM5 can be run under prescribed meteorology
or so-called specified dynamics (CAM5-SD). Under this

mode, the winds, temperature, and water vapor
(optional) fields are nudged to a prescribed climatology.
In this study, we use a climatology produced by CAM5
under the free running mode and the model state vari-
ables are output every 6 hours to drive the CAM5-SD
runs. In our CAM5-SD runs, the water vapor field is
read in from prescribed climatology.

[9] One new attribute of CAM5 is that it allows ice
supersaturation. For model validation purposes, here we
present the frequency of ice supersaturation and relative
humidity from the Atmospheric Infra Red Sounder
(AIRS) satellite [Gettelman et al., 2006] and those simu-
lated by CAM5-SD. As illustrated in Figure 1, CAM5-
SD does a reasonable job in simulating the mean relative
humidity in the upper troposphere and lower stra-
tosphere (UTLS) as revealed in Figure 1c and 1d.
Relative humidity in CAM5-SD is about 50% higher
than AIRS throughout much of the UTLS. This is not
surprising, since AIRS is a nadir IR sounder that cannot
see in regions of clouds, and has a dry bias relative to
UTLS observations [Gettelman et al., 2006]. The distri-
bution of relative humidity is similar to observations,
peaking in the upper troposphere below the tropopause,
in high-latitudes and in the tropical tropopause layer
(TTL). The frequency of ice supersaturation in CAM5-
SD (Figure 1b) is also higher than AIRS, but has a
similar distribution, peaking at about 400 hPa in high
latitudes, at slightly lower pressures in the sub-tropics,
and at higher frequencies in the tropical UTLS. The
hemispheric asymmetry in ice supersaturation frequency
(higher in the S. Hemisphere) is also reproduced
(Figure 1a and 1b).

2.2. Dataset

[10] Recently, we obtained the Aviation Environment
Design Tool (AEDT) dataset which is a global inventory
of aircraft emissions [Wilkerson et al., 2010; Kim et al.,
2007; Lee et al., 2007]. The AEDT dataset reports
aircraft emissions for the entire year of 2006. The
dataset is in the ASCII format and only reports grid
cells with non-zero emission mass. Hence, the dataset is
very sparse and does not serve well as an input file for
numerical model simulations.

[11] The AEDT dataset is an hourly inventory of
global aircraft emission mass of ten emission species
over a 1u61u latitude-longitude mesh with a vertical
spacing of 150 m in the year of 2006 (see Table 1 for a
list of emission species). The original dataset only
reports grid cells with non-zero emission mass.

3. Data Conversion

[12] To integrate the emissions data set with the
model, we convert it to emissions mass mixing ratio
rates on the model grid. Such conversion requires
information about the mass of air in each grid cell which
may be calculated given the vertical distribution of
pressure and temperature.

[13] To achieve this task, we use monthly climatology
files derived from a long-term simulation by the
Community Atmosphere Model (CAM) of 1.9u62.5u
latitude-longitude resolution with 30 vertical layers.
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Pressure at model interfaces in CAM is anchored by
surface pressure (ps), i.e.,

pi,j,kz1
2
~akz1

2

:psi,j
zbkz1

2

:p0, ð1Þ

where p05103 hPa is a reference pressure. The geopo-

tential height at model interfaces may be calculated by

~zzi,j,k{1
2
~~zzi,j,kz1

2
z
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~TTvi,j,k

g
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{ ln ~ppi,j,k{1
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� �
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where Rd is the gas constant for dry air, ~TTv the virtual

temperature, g the gravitational acceleration, and p the

pressure. Note that ~zz30z1
2
~~zzs is surface elevation and

~pp30z1
2
~~pps is surface pressure. Pressure and geopotential

height are then interpolated to the horizontal grid of

1u61u latitude-longitude resolution, i.e., ~zzk,~ppkð Þ? zk,pkð Þ.
[14] The emission mass is first summed monthly

which is denoted as Mi,j,k. The monthly emission mass
is binned into the CAM vertical resolution based on
geopotential height at model interfaces (zk), denoted as
mi,j,k. The monthly emission mass may be converted to
monthly emission mixing ratio by division of air mass in
each grid cell. The area for the grid cell centered at
(latitude, longitude) 5 (wj, li), is
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Figure 1. Zonally mean annual frequency of ice supersaturation and relative humidity simulated by (a, c) AIRS
and (b, d) CAM5 observations [Gettelman et al., 2006].
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where RE is the radius of Earth. The emission mass

(mi,j,k) may be further converted to emission mixing

ratio (qi,j,k) by division of air mass for each grid cell, i.e.,

qi,j,k~
mi,j,k

Ai,j pi,j,kz1
2
{pi,j,k{1

2

� �
=g
: ð4Þ

Finally, emission mixing ratio tendency (qt) is obtained

by division of time in seconds for each month and it is

stored in the released netCDF files.
[15] The converted data in Jan. and Jul. are illustrated

for fuel burned (Figure 2). In addition to fuel burned,
emission rates (in kg/kg/s) have been calculated for all
other emission species in Table 1. Note that the AEDT
emissions use constant emission factors as a function of
fuel burned for CO2, H2O, PMFO, PMSO, and SOX so
these species emissions are linearly related to fuel
burned.

[16] Figure 2 indicates that the largest emissions take
place in mid latitudes of the Northern Hemisphere
around 200 hPa (Figure 2a and 2b). This is the region
where most flight tracks are found. Based on the emis-
sion distribution at 198 hPa (Figure 2c and 2d), even
individual flight routes may be identified. Aircraft cruise
at roughly the same pressure levels during the year,
resulting similar emission tendencies at 198 hPa between
Jan. and Jul. This has important implications for the
formation of contrails which requires a moist and cold
ambient environment. Higher tropopause altitudes in
summer significantly increase the portion of emissions in
the troposphere to potentially form contrails while
emissions in the stratosphere do not [Gettelman and
Baughcum, 1999; Burkhardt et al., 2008]. Nevertheless,
warmer atmospheric temperature in the upper tro-
posphere in summer may serve to reduce the formation
of contrails.

[17] The flight path distance of the ADET dataset,
SLANT DIST and TRACK DIST in Table 1, is treated
slightly differently. The flight path distance is simply
binned in the vertical and converted to rate of distance
traveled in each grid cell during the data conversion

process. The converted data are illustrated in Figure 3
which shows similar features as found in Figure 2 with
one major difference of larger values for the flight path
distance (Figures 3a and 3b) in the mid troposphere
since it is not converted to a mixing ratio. Flight distance
traveled in a grid cell is used in initializing contrails as
described below.

[18] The Community Earth System Model version
1.0.2 (CESM1.0.2) and later includes the functionality
of incorporating aircraft emission mixing ratio tend-
encies into the model simulation. Details about this
functionality are documented in Appendix A.

[19] When emissions are incorporated in CESM simu-
lations, horizontal and vertical interpolation of the
emission mixing ratio tendencies is usually necessary
because the horizontal resolution of the model run and
the surface pressure field may be different from those in
the dataset. In the release, we have an updated inter-
polation algorithm to ensure the global emission mass is
conserved during the interpolation process. The new
algorithm assumes a uniform emission mixing ratio
tendency within each grid cell and the interpolation
aims at preserving the quantity of

ðps
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ðp
2

{p
2

ð2p

0

qti,j,k
cos wdldwdp, ð5Þ

or in the discrete form of

Xkm

k~1

Xjm
j~1

Xim
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2
{ sin wj{1

2
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liz1

2
{li{1

2

� �

pi,j,kz1
2
{pi,j,k{1

2

� �
, ð6Þ

assuming there are im longitudinal points, jm latitudinal

points, and km vertical layers.
[20] The newly implemented interpolation scheme has

longitudinal, latitudinal, and vertical components and
only acts on the aircraft emissions but not on other
aerosol species. The mixing ratio tendency is assumed to
be a step function in each grid cell. For an interpolation

Table 1. Information Included in the AEDT 2006 Aircraft Emission Dataset

Field Units Description

MONTH N/A Month of the year
DAY N/A Day of the month
HOUR N/A Hour in GMT (00 to 23)
LAT INDEX N/A Latitude Index (I)
LON INDEX N/A Longitude Index (J)
SLANT DIST Nautical Miles Aggregated Flight Path Distance in Grid Cell
TRACK DIST Nautical Miles Aggregated Ground Projected Path Distance in Grid Cell
FUELBURN Kilograms Total Fuelburn in Grid Cell
CO Grams Total Mass of CO emissions in Grid Cell
HC Grams Total Mass of HC emissions in Grid Cell
NOX Grams Total Mass of NOX emissions in Grid Cell
PMNV Grams Total Mass of Non Volatile particulate mass emissions in Grid Cell
PMSO Grams Total Mass of Sulfur organics particulate emissions in Grid Cell
PMFO Grams Total Mass of Fuel organics particulate emissions in Grid Cell
CO2 Grams Total Mass of CO2 emissions in Grid Cell
H2O Grams Total Mass of H2O emissions in Grid Cell
SOX Grams Total Mass of SOX emissions in Grid Cell
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from (qt, l, w, p, im, jm, km) to q̂qt,l̂l,ŵw,p̂p,IM ,JM ,KM

� �
, the

three components achieve, respectively,
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Hence, the interpolation algorithm conserves global
emission mass, i.e.,
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4. Incorporation Into Model Physics

[21] The emissions in the model are added as tend-
encies for chemical species, aerosols and water. Water
substance is added as either vapor or ice, as described
below.

Figure 2. Aircraft fuelburn mixing ratio tendency in kg/kg/s: (a) zonal average in Jan., (b) zonal average in Jul.,
(c) at p 5 197.9081 hPa in Jan., and (d) at p 5 197.9081 hPa in Jul.
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4.1. Chemical Species and Aerosols

[22] The time tendency of aerosol emissions (black
carbon and sulfate) is simply added to their existing
mass in the modal aerosol scheme. The particulate
number concentrations are increased in proportion to
their mass, simply assuming the size of emission of
particles is the same as those already present in the
model. Future studies can easily modify this assumption
to make a different size assumption about aircraft
particulate emissions.

4.2. Water Vapor Emissions

4.2.1. Contrail Parameterization
[23] Water vapor emissions from aircraft are input

into the model either as water vapor or cloud ice
determined by a contrail parameterization following
the Schmidt-Appleman Criteria [Schmidt, 1941;

Appleman, 1953] as described by Schumann [1996] and
used by Ponater et al. [2002]. If the atmospheric condi-
tions favor formation of persistent contrails, i.e., the
ambient temperature is below a critical temperature and
the ambient air is above ice saturation, water vapor
emissions turn into ice along with some of the ambient
humidity above ice supersaturation as noted below.
Otherwise, water vapor emissions remain in the gas
phase and they add to the water vapor field of the
model.

[24] An empirical formula giving the critical temper-
ature (Tc) for contrail formation where Tc is expressed in
Celsius, as described by Schumann [1996], is

Tc~{46:46z9:43 ln G{0:053ð Þz0:72 ln G{0:053ð Þ2
h i

, ð11Þ

and G, with units of PaK21, is defined as

Figure 3. Aggregated fight path distance (SLANT DIST in Table 1) tendency in m/s: (a) zonal average in Jan.,
(b) zonal average in Jul., (c) at p 5 197.9081 hPa in Jan., and (d) at p 5 197.9081 hPa in Jul.
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G~
EIH2O

:cpp

eQ 1{gð Þ ð12Þ

where cp is the specific heat of air at constant pressure

(Jkg{1
air K{1), p is the atmospheric pressure (Pa), E is the

ratio of the molecular masses of water and air

((kgH2O mol{1)=(kgair mol{1)), EIH2O is the emission

index of water vapor (kgH2O=kgfuel),g is the propulsion

efficiency of the jet engine, and Q is the specific com-

bustion heat (Jkg{1
fuel). In this study, we set EIH2O 5

1.216108, g 5 0.3, and Q 5 436106 J kg21 [Schumann,

1996]. The critical relative humidity (RHc) for contrail

formation depends on G, Tc, and the ambient temper-

ature T and may be expressed as [Ponater et al., 2002]

RHc Tð Þ~ G: T{Tcð ÞzeL
sat Tcð Þ

� �
=eL

sat Tð Þ, ð13Þ

where eL
sat is the saturation pressure of water vapor with

respect to the liquid phase. Contrails may potentially

form if the ambient temperature T is lower than the

critical temperature Tc and the ambient relative humid-

ity RH is higher than the critical relative humidity RHc

(RH.RHc). An obvious additional condition has to be

met for long-lived (persistent) contrails: the ambient air

should be supersaturated with respect to ice.
[25] If the Schmidt-Appleman criteria are met, emis-

sions are input as ice and both the number of in-cloud ice
particles and the cloud fraction are increased. In addition
to aircraft water vapor emissions, the ambient humidity
above ice supersaturation within the volume swept by the
aircraft (v) also feeds into the formation of contrails. The
volume swept out (v) is a product of the flight path
distance (d, SLANT DIST) and a cross-sectional area
(C). Hence, the mixing ratio of ice mass (M) when contrail
formation is triggered over each time step (Dt) is

M~qtDtz
d:C
V

x{xi
sat

� �
, ð14Þ

where qt is the aviation water vapor emission mixing

ratio tendency at a given grid cell and V is the volume

of the grid cell, x is the ambient specific humidity, and xi
sat

is the saturation specific humidity with respect to ice

under the ambient temperature and pressure.
[26] The sensitivity to the area swept out (v) is to be

tested by setting different values for the cross-sectional
area, C. In this study, two cases for C were tested: 100 m
in width and depth (100 m6100 m) and 300 m in width
and depth (300 m6300 m). A 300 m6300 m cross-
sectional area is meant to represent the water vapor in a
contrail grown over the first time step of emission or
about 15-30 minutes, and is consistent with Naiman et al.
[2011].

[27] We assume that the shape of the ice particles is
spherical and the effective radius with a radius r which
should be determined by observation. Therefore, the
number of in-cloud ice particles (N ) is, for a time step
Dt, increased by

DN~
M

ri
4
3

pr3
, ð15Þ

where qt is the water vapor emission mixing ratio

tendency at a given grid cell and ri is the density of

ice. By prescribing different particle sizes, sensitivity

tests may be performed.
[28] The enhancement of cloud fraction due to forma-

tion of persistent contrails is determined by assuming an
empirical value for the In-Cloud Ice Water Content
(ICIWC). Based on a series of in-situ observations in
contrails over many measurement campaigns,
[Schumann, 2002] have estimated this value as a function
of temperature:

ICIWC(gm{3)~ exp 6:97z0:103T Coð Þð Þ|10{3, ð16Þ

and the cloud fraction (A) is increased as

DA~
M

ICIWC=ra

, ð17Þ

where ra is the density of air.

4.2.2. Results From CAM5-SD Simulations
[29] Here we present results from four CAM5-SD

simulations over a 1.9u62.5u latitude-longitude mesh
driven by meteorology from a free running CAM5
simulation. The only difference in these four runs is
the vertical resolution in the UTLS (between 150 and
300 hPa). These four configurations are: 1) default
CAM5 configuration (30 layers, L30, ,30 hPa or
1000 m in UTLS), 2) 40-layer CAM (L40, ,10 hPa or
300 m in UTLS), 3) 54-layer CAM (L54, ,5 hPa or
160 m in UTLS), and 4) 82-layer CAM (L82, ,2.5 hPa
or 80 m in UTLS). The initial condition and meteoro-
logy driving these simulations are interpolated into
higher resolution by the piecewise parabolic method
[Colella and Woodward, 1984; Carpenter et al., 1990]
from files under the 30-layer configuration. The radius
of ice particles is assumed to be 5 mm as observed in
fresh contrails at around 30 min based on the work by
Schröder et al. [2000]. The contrail parameterization
operates in a diagnostic mode, i.e., aircraft emissions
are assumed not to interact with state variables and the
lifetime of contrails is assumed to be the same as the
physical time step (30 min).

[30] As illustrated in Figure 4, the global ice water
mass in contrails reaches its highest level in L30 and
converges to a lower value as the vertical resolution is
increased. Convergence in global ice mass in contrails
occurs in L40, with a vertical resolution of 300 m in the
UTLS. This feature is found to be independent of the
assumption for the cross-sectional area (C). With L30
resolution in the UTLS, when the Schmidt-Appleman
criteria are met in a grid cell, contrail formation takes
place in a relatively deep layer. The higher resolution
models divide a deeper layer in a lower resolution model
into several layers and the Schmidt-Appleman criteria
may only be satisfied in a portion of these shallower
layers. Fewer layers above ice supersaturation imply less
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uptake of humidity and less ice even if distance traveled
and fuel burned are constant. Therefore, it leads to
lower global ice water mass in higher resolution models.

[31] To evaluate the performance of CAM5 in pro-
ducing reasonable contrail cloud fraction, retrievals from
the Moderate Resolution Imaging Spectroradiometer
(MODIS) radiance data are employed for comparison.
The contrail fraction is determined from Aqua and Terra
MODIS measurements using a version of the Mannstein
et al. [1999] technique modified as described by Minnis
et al. [2011] and Duda et al. [2011]. The Mannstein et al.
method uses imagery from two thermal infrared channels
(10.8 and 12.0 microns) of the Advanced Very High
Resolution Radiometer (AVHRR) to detect linear con-
trails in both day and night scenes. It uses a scene-
invariant threshold to detect cloud edges produced by
contrails, and three binary masks to determine if the
detected linear features are truly contrails. However, these
masks are not always sufficient to remove all non-contrail
features. Palikonda et al. [2005] estimated that linear
contrail coverage was overestimated by approximately
40 percent over the contiguous United States (CONUS)
from NOAA-15 and NOAA-16 AVHRR measurements.
To reduce the number of false positive detections, obser-
vations from other thermal infrared radiance channels on
MODIS are used to screen out linear cloud and surface
features that appear as contrails in the original method.
The contrail fraction determined from the modified con-
trail detection algorithm (CDA) was calibrated by using
an updated version of the interactive program developed

by Minnis et al. [2005] to perform a subjective visual error
analysis on 44 MODIS images by 4 human analysts. The
sensitivity of the CDA is adjusted so that the contrail
fraction determined from the automated method matches
the composite contrail fraction determined from the
visual analysis. It is recognized that the selected CDA
probably underestimates the actual contrail coverage
because it missed many older, wider contrails that occur
in clusters [Duda et al., 2011]. Thus, the coverage may be
more representative of younger linear contrail coverage
than of linear contrails in general.

[32] The annually averaged cloud fraction distribution
attributed to persistent contrails simulated by the
CAM5-L82 model with an assumption of C~
300 m6300 m is shown in Figure 5 which is the column
sum of additional cloud fraction due to contrails. As
expected, more cloud cover is found over the US and
Western Europe where heavy air traffic takes place. Our
contrail parameterization under CAM5-L82 is found to
produce cloud fraction distributions and gradients sim-
ilar to MODIS but with lower magnitude (by about a
factor of 3) than the analysis from MODIS (compare
Figure 5b with Figure 6). This is not unexpected since
the lifetime of contrails in our CAM5 simulations is
assumed to be 30 mins and their presence is instant-
aneous since they are all assumed to vanish at the end of
each time step. Thus we expect our estimates should be
lower than observations since we neglect longer lifetimes
and spreading of contrails. These will be treated in a
future analysis of the radiative forcing of contrails.

Figure 4. Average global ice water mass in contrails per time step (30 mins) simulated by four configurations (L30,
L40, L54, and L82) of CAM5-SD by assuming a cross-sectional area of 100 m6100 m and 300 m6300 m.
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[33] The sensitivity of the cross-sectional area (C) on
the additional cloud fraction due to contrails can be
found in Table 2. It is found that the global average
additional cloud fraction nearly doubles when the cross-
sectional area is increased from 100 m6100 m to
300 m6300 m.
4.2.3. Sensitivity of Global Contrail Coverage Due to
Model Vertical Resolution

[34] The global cloud cover attributed to persistent
contrails simulated by CAM5 is sensitive to the vertical
resolution of the model. The average additional contrail
cloud fraction is increased as vertical resolution
increases. This mainly results from the fact that the

same amount of additional cloud fraction in one single
layer in a lower resolution model is distributed into
several shallower layers in a higher resolution model.
The maximum random cloud overlap scheme then
increases total cloudiness. The global and regional
averages of cloud cover associated with persistent con-
trails are listed in Table 2.

[35] The monthly averaged additional cloud fraction
associated with contrails over the globe, continental US,
and Western Europe is shown in Figure 7. As noted
earlier, cloudiness is enhanced in a higher vertical resolu-
tion simulation. The results also reveal less cloudiness
during the summer months of the Northern Hemisphere.

Figure 5. Annually averaged instantaneous increase in cloud fraction due to persistent contrails simulated by
CAM5-L82 with an assumption of C~ 300 m6300 m. The (a) global and (b, c) regional averages are given at the
top of each panel.
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[36] The resulting evolution of contrails is determined
by the model state, and the contrail cloud is treated no
differently than any other ice cloud in the model. Ice
mass and number will advect. Particles will sediment. If
ice supersaturation continues, the contrail cloud will
take up ambient humidity and grow. Radiative effects
of the cloud are treated the same as other ice cloud
optical properties, with the appropriate size distribution.
These effects are to be treated and described in sub-
sequent publications.

5. Discussions

[37] In this paper, we have presented how the 2006
ADET dataset is converted from emission mass to

mixing ratio tendencies which allows the 2006 ADET
emissions to be incorporated in a consistent way to
CAM. In particular, we focus on aircraft water vapor
emissions and the cloud coverage associated with con-
trails. To successfully simulate contrails, it is crucial that
the numerical model can produce an accurate frequency
and distribution of ice supersaturation in the UTLS
which CAM5 has demonstrated to achieve.

[38] We have also presented a series of CAM5-SD
simulations in which cloudiness associated with contrails
is assessed and compared with MODIS retrievals of
contrails. It is found that the global amount of contra-
ils simulated by CAM5-SD is sensitive to the vertical
resolution in the UTLS. A good agreement in cloud

Figure 6. MODIS observations of cloud fraction (in percentage) associated with linear contrails in Jan., Apr., Jul,
and Oct. over: (a) continental US, and (b) Europe. (Note: the contour interval is different from Figure 5.)

Table 2. Annually Averaged Cloud Fraction Associated With Contrails in Four Model Configurations (L30, L40, L54 and

L82): Global, US and Western European Averages by Assuming the Cross-Sectional Area (C) as 100 m6100 m and 300 m6300 m

Vertical Resolution Global US W. Europe

L30 6.0897e-07/1.4154e-06 7.5754e-06/2.1788e-05 1.0723e-05/2.1706e-05
L40 1.7296e-06/3.2570e-06 1.9583e-05/4.5056e-05 3.3357e-05/5.7623e-05
L54 3.3559e-06/5.9218e-06 3.7301e-05/7.9053e-05 6.5387e-05/1.0794e-04
L82 6.6278e-06/1.1277e-05 7.3065e-05/1.4730e-04 1.2953e-04/2.0854e-04

Figure 7. Monthly averaged additional cloud fraction simulated by CAM5 over the: (a) globe, (b) US, and
(c) Western Europe, by assuming the cross-sectional area (C) as 100 m6100 m and 300 m6300 m.

CHEN ET AL.: CONTRAIL CLOUD FRACTIONM04003 M04003

10 of 13



Figure 8. Difference in (a–d) temperature and (e–h) ice mixing ratio of contrails assuming C~100 m6100 m
between Jul. and Jan. simulated by CAM-SD L30.

CHEN ET AL.: CONTRAIL CLOUD FRACTIONM04003 M04003

11 of 13



cover associated with contrails over the continental US
between CAM5-SD simulations and MODIS retrievals
may be reached if the vertical layer of CAM5 in the
UTLS is less than 5 hPa.

[39] It is found that the global amount of contrails
simulated by CESM exhibits a seasonal cycle with
maximum/minimum during the winter/summer of the
Northern Hemisphere (Figure 7). Higher tropopause
altitudes in summer may favor formation of contrails
since most aircraft emissions will be injected into the
troposphere instead of the stratosphere. Nevertheless,
the temperature in the UTLS in summer is significantly
higher which makes it much less likely for the ambient
temperature to fall below the critical temperature (Tc)
and thus the Schmidt-Appleman criterion are not met.

[40] The difference in temperature and ice mixing
ratio of contrails simulated by CAM-SD L30 between
Jul. and Jan. is illustrated in Figure 8. It is found that the
temperature field is significantly warmer in July over the
UTLS (Figures 8a–8d). While the higher tropopause in
July may enhance the formation of contrails due to
higher ambient humidity, as evident at p 5 198 hPa
(Figure 8e) and 233 hPa (Figure 8f) over the US, even
more reduction of contrails is caused by warmer tem-
perature, as seen at p 5 274 hPa (Figure 8g) and 322 hPa
(Figure 8h). Clearly, the temperature factor dominates
the seasonal cycle of contrails and more contrails are
found in winter months. This feature is consistent with
MODIS observations.

[41] The findings of this study will allow us to proceed
with the assessment of the impact of contrails on the
climate system, e.g., contrail radiative forcing. In addi-
tion to water vapor emissions, aviation impact on
climate by other chemical species can also be assessed
by using CAM5.

6. Summary

[42] Here we summarize the key findings of the paper:
[43] 1. The model hydrologic cycle of CAM5 is sim-

ilar to observations for ice supersaturation in
the UTLS when compared to AIRS satellite
estimates, especially considering the known
dry bias of AIRS. Relative humidity and the
frequency of supersaturation are reproduced.

[44] 2. The ADET emissions can be added in a
consistent way to the hydrologic cycle of
CAM. A similar methodology can be used
for other aircraft emission species repre-
sented in the AEDT emissions database.

[45] 3. CAM5 coupled with our contrail parameter-
ization produces reasonable instantaneous
contrail fraction patterns compared to sat-
ellite based estimates of linear contrails. The
contrail frequency is several times smaller
since we do not account for spreading of
the contrails over the model time step.

[46] 4. The global ice mass of contrails simulated by
CAM5 is stable with respect to the vertical
resolution of the model, but the contrail
cloud fraction is sensitive to the vertical
resolution due to cloud overlap assumptions.

Radiative forcing for ice clouds is strongly
sensitive to mass in the column (large frac-
tion with low in-cloud ice content produces a
similar radiative forcing to small fraction
with large ice content). This means that the
model should be more stable for estimating
radiative forcing despite the sensitivity of ice
cloud fraction to vertical resolution.

[47] 5. More contrails are seen in winter than sum-
mer due to the warmer atmospheric temper-
ature in summer at flight levels. This reduces
the potential for contrail formation.

[48] 6. Future work will use this modeling framework
to assess the radiative and chemical forcing of
the atmosphere by aircraft emissions.

Appendix

A. How to Incorporate Aircraft Emissions Into
CESM

[49] Aircraft emissions can be included in CAM5
from version CESM1.0.2 forward by specifying emis-
sion files for different species. A list of input data files
and field names to map them onto needs to be supplied
in the CAM5 namelist as noted below. All aircraft
emissions and distances traveled are handled by the
namelist variable aircraft_specifier and the data will be
stored in pbuf. The following example in namelist vari-
ables will incorporate emissions of water vapor and
carbon dioxide in the CAM5 simulation:

aircraft specifier~0ac H2O-w=directory=filelist H2O:dat0

0ac FUELBURN-w=directory=

filelist FUELBURN:dat0

[50] The ‘‘filelist’’ files are simple text files which list
all netCDF files, with full path, of aircraft emission
mixing ratio tendencies for the specified species. During
the simulation, CESM will search for all listed netCDF
files to determine if emission mixing ratio tendencies are
available at a given time step. If so, the data will be read
into the model and the variables storing the mixing ratio
tendencies, in pbuf named as ‘‘ac_H2O’’ and
‘‘ac_FUELBURN’’ in the aforementioned example, will
be updated.

[51] In this paper, we have presented how we pro-
cessed the AEDT dataset and the converted monthly
averaged aircraft emissions are included in the CESM
input data repository. (For more information, please
visit http://www.cesm.ucar.edu.) These emissions can be
incorporated in CESM1.0.2 and later versions and the
source code can be accessed at http://www.cesm.ucar.
edu/models/cesm1.0.2/.
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